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Abstract—In this paper, a family of linear models previously ob-
tained from a series of closed-loop system identification tests for
a variable valve timing cam phaser system is used to design a dy-
namic gain-scheduling controller. Using engine speed and oil pres-
sure as the scheduling parameters, the family of linear models was
translated into a linear parameter varying (LPV) system. An ob-
server-based gain-scheduling controller for the LPV system is then
designed based on the linear matrix inequality technique. A discus-
sion on weighting function selection for mixed controller
synthesis is presented, with an emphasis placed on examining var-
ious frequency responses of the system. Test bench results show the
effectiveness of the proposed scheme.

Index Terms—Engine and powertrain control, gain-scheduling
control, hydraulic control system, linear parameter varying (LPV)
control, robust control.

I. INTRODUCTION

T HE intake and exhaust valve timing of an internal com-
bustion (IC) engine greatly influence the fuel economy,

emissions, and performance of an IC engine. Conventional val-
vetrain systems can only optimize the intake and exhaust valve
timing for one given operational condition. That is, the opti-
mized valve timing can either improve fuel economy and reduce
emissions at low engine speeds or maximize engine power and
torque outputs at high engine speeds. However, with the devel-
opment of continuously variable valve timing (VVT) systems
[1], the intake and exhaust valve timing can be modified as a
function of engine speed and load to obtain both improved fuel
economy and reduced emissions at low engine speeds and in-
creased power and torque at high engine speeds.
To adjust the intake and exhaust timing, the most common

cam phasing system is the hydraulic van type cam phaser [2].
The control of hydraulic cam phasing systems has been dis-
cussed in [3] and [4]. In [3], a significant nonlinearity in the hy-
draulic cam phasing system is noted and a nonlinear controller
is designed to compensate for it. In [4], an controller is de-
signed using the output covariance constraint (OCC) control de-
sign approach [5]. In this paper, a gain-scheduling controller is
developed using linear parameter varying (LPV) control design.
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In recent years, the use of LPV modeling and control in
automotive applications has received a great deal of attention.
LPV modeling and control techniques have been applied to
both diesel engines [6], [7] and gasoline spark-ignition en-
gines [8]–[11]. In [6], LPV control techniques are applied
to the air path of turbocharged diesel engines to control the
transient exhaust gas fraction pumped into the cylinders to
reduce nitrous oxide emissions. In [7], an LPV identification
technique is applied to a nonlinear turbocharged diesel engine
to obtain an LPV model suitable for control synthesis. In
[8], a continuous-time LPV model is developed considering
only engine speed as a time-varying parameter. In [9], a large
variable time delay is present in the air-fuel ratio control loop
for a lean burn spark ignition engine. LPV control methods
are used to compensate for the variable time delay. In [10]
and [11], event-based gain-scheduling proportional-integral
(PI) and proportional-integral-derivative (PID) controllers are
developed using the wall-wetting parameters and engine speed
as time-varying parameters. In this paper, the techniques used
in [10] and [11] to obtain the static PI and PID gain-sched-
uling controllers are augmented to develop an observer-based
dynamic LPV controller using the dynamics of the plant.
To obtain the model of the VVT system, closed-loop system

identification was used in [4] and [12]. A main reason for se-
lecting closed-loop system identification in [4] and [12] was
due to high open-loop gains that makes it difficult to maintain
the cam phaser operated at a fixed location for system identi-
fication. During the system identification process, it was found
that the system gain of the VVT actuator is a function of engine
speed, load, oil pressure, and temperature. Therefore, it seems
only natural to exploit the knowledge of how the system gain of
the VVT actuator varies with the time varying parameters. To
do this, the VVT system can be described as a family of linear
models to approximate the system dynamics for a given engine
speed, load, oil pressure, and temperature. Thus formulating an
LPV model for the VVT system.
The purpose of this paper is to develop a dynamic gain-sched-

uling controller with guaranteed stability and performance over
all time-varying parameters. To do this, the process depicted
in Fig. 1 was followed. First, a family of linear-time-invariant
(LTI) models was obtained. Using engine speed and the oil
pressure as system parameters, a family of linear models of
the VVT system were obtained by performing multiple system
identifications while maintaining engine speed and oil pres-
sure at specified levels. With the family of linear models, the
LPV model of the VVT system was formulated. To design
the dynamic gain-scheduling controller, a standard control
structure of observer-based state feedback with integral control
was employed. This control structure, along with and
performance weighting functions, were then appended onto the
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Fig. 1. Flowchart of the design and validation process of an LPV controller.

LPV model of the VVT system to obtain the LPV system of
the generalized plant. Then the LPV system of the generalized
plant was converted to a polytopic system, which is an LPV
system with a polytopic dependency on a scheduling parameter
that takes values in the unit-simplex, so that the mixed
discrete-time LPV control synthesis method given by [13]
could be applied to obtain the gain-scheduled state feedback
and observer gains. Once a potential controller was obtained,
its performance was experimentally validated on the test bench
used to obtain the family of LTI systems. If the performance
and stability requirements of the VVT system are not satisfied
when testing the LPV controller, the selected and
performance weighting functions are modified and the control
synthesis procedure is performed again. This loop is performed
until stability and satisfactory performance are obtained on the
test bench.
As stated previously, a multi-objective, mixed con-

trol design is performed in this paper. The goal of using both
and performance criteria is to design a controller which

can meet multiple performance objectives. In this paper, a loose
performance bound is used to guarantee stability of the

closed-loop system under parameter variations. Meanwhile, a
tight performance bound is used to make the LPV controller
robust to input disturbances. The selection of and per-
formance weighting functions is an important design problem.
The selection of performance weighting functions can be
done as described in [14] and [15]. However, the selection of
performance weighting functions is not covered in such detail.
In [5], a systematic way is provided for iteratively tuning the
output weighting functions for robust control of LTI sys-
tems. Unfortunately, no such iterative procedure exist yet for
LPV systems.
This paper is organized as follows. The family of linear

models obtained from the series of bench identification tests are
introduced in Section II and the LPV system is formulated. In
Section III, the LPV gain-scheduling controller design method

is provided. The bench test setup is discussed in Section IV-A.
In Section IV-B, the obtained LPV gain-scheduling controller
is operated on the test bench and compared to the baseline
PI and OCC controllers used in [12]. Concluding remarks are
given in the final section.

II. LPV SYSTEM MODELING

To obtain a family of linear models, the closed-loop system
identification outlined in [12] was performed at a series of fixed
engine speeds and oil pressures . The open-loop transfer
functions of the identified family of linear VVT systems sam-
pled at 5 ms are given by

(1)

where is the gain at a specific engine speed and oil
pressure as given in Table I and is the forward shift operator
that satisfies .
By inspection of the identified transfer functions in (1), the

LPV model for the VVT system is given by

(2)

where and are used as the time-varying parameters. For
notational simplicity, and will be used to denote the pa-
rameters at time , such that and . The
values of and are found for a specific value of engine
speed and oil pressure by multiplying the appropriate
value found in Table I with the appropriate transfer function in
1. The range of values that and can take are given in
Table II.
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TABLE I
IDENTIFIED GAIN

TABLE II
TIME-VARYING PARAMETERS (SCHEDULING PARAMETERS)

Fig. 2. Proposed control architecture for the VVT system.

Using the transfer function in (2), a state-space representation
of the VVT system is found to be

(3)

For convenience, the compact notation will be
used to denote the scheduling variables for the remainder of this
paper.

III. LPV GAIN SCHEDULING CONTROLLER DESIGN

A. Control Strategy

The objective of the control system is to regulate the cam
phase to a reference phase using feedback control against
the disturbance signal and the time-varying parameters
and . In particular, we want to guarantee the stability of the
closed-loop system and also minimize the effect of the distur-
bances for any conceivable engine speed and oil pressure vari-
ations. The proposed control architecture is illustrated in Fig. 2.
This scheme has four components, that is a state observer ,
observer gains , a state feedback controller , and an
integrator .
The multi-input, single-output LPV plant , depicted in-

side of the dotted box in Fig. 2, is obtained by augmenting
the VVT system with the forward Euler method, dis-
crete-time integrator , where is the sample
period of the discrete-time system in seconds. The integrator

introduces integral action into the system to ensure that
the steady-state error between the measured cam phase and
the reference phase can be eliminated. By allowing the input
to the VVT plant to be equal to

as displayed in the dotted box of Fig. 2, one possible state-space
representation of is found to be

(4)

In (4), it is clear that the state matrix and the input matrix
are both affected by the time-varying parameters and

.
The state observer is used to obtain the estimated states
of the plant. The observer has the standard state-space

representation

where the error input to the plant observer is given by
, which simplifies to

. Since we are solving the
mixed-sensitivity optimization using the regulation form,
during control synthesis we let the set point equal zero as
shown in [15], thus further simplifying the observer input error
to . This satisfies the condition in [13]
that the measurement for control is not corrupted by the ex-
ogenous input . Notice in Fig. 2 that the output distur-
bance is connected to the estimated plant output by
dashed-dotted lines. This is to signify that the exogenous input

is only available to the observer during control synthesis.
However, during implementation since the output disturbance

cannot be measured it is not available to the observer.
To use mixed norms as the performance criteria

for shaping the frequency response of the closed-loop system,
weighting matrices (which can be considered control design
parameters) are introduced in Fig. 2. Oftentimes, the weighting
matrices are chosen as frequency dependent functions; how-
ever, for this problem static weighting matrices sufficed. The
weighting matrix was selected to model the signal using
the signal based approach discussed in [15]. The per-
formance weighting functions and were selected
to limit the maximum magnitude of the sensitivity function

and the controller multiplied by the sensitivity function
as discussed in [14]. In this study, the perfor-

mance weighting functions were selected primarily for LPV
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Fig. 3. Frequency response comparison of the mixed dynamic LPV controller with an OCC controller [4] at the corner points of the parameter
space polytope.

stability. However, the performance weighting functions
were selected for LPV performance. The weighting matrices

and were selected using an iterative trial-and-error
process. In the iterative process, and started out with
values of unity. The control synthesis procedure outlined in
Algorithm 1 was then carried out and the sensitivity function
was computed and examined. The values used in the weighting
function were then increased and the control synthesis
was carried out again and the sensitivity function was examined
again. This procedure was executed until desirable characteris-
tics were displayed in the frequency response of the controller,
the sensitivity function, and the controller multiplied by the
sensitivity function. The resulting weighting matrices are as
follows:

and . These weighting matrices where tuned to obtain
the frequency responses plotted with the bold lines in Fig. 3. For
comparison, a full-order dynamic output covariance constraint
(OCC) controller (dashed lines) [4] was used. This controller
is known to work well on the VVT cam phaser test bench at
the fixed operational condition of 1500 rpm and 414 kPa oil
pressure, so it was deemed an appropriate starting point.
In Fig. 3, the frequency responses of the LPV controller and

the OCC controller are displayed at the corner points of the pa-
rameter space polytope (i.e., , , , , where

and ). In Fig. 3(a), the frequency response
of each controller is displayed. At low frequencies, each con-
troller has high gain due to the integral action built into each
controller. In Fig. 3(b), the sensitivity function of each con-
troller is displayed. In a typical feedback system, the sensitivity

function is linked to the tracking error performance [14]. At
low frequencies, each controller’s sensitivity function is small,
which minimizes tracking error and maximizes disturbance re-
jection. Fig. 3(c) displays the frequency response of the con-
troller multiplied by the sensitivity function for each controller.
This plot shows that over the frequency range of 1–20 Hz the
mixed dynamic LPV controller has lower control ef-
fort than the full-order dynamic OCC controller. Since this is the
frequency range over which the output disturbance is gen-
erally active, it means that the mixed dynamic LPV
controller should be robust to the disturbance . The fre-
quency response of the closed-loop transfer functions with the
mixed dynamic LPV controller and the OCC controller
are displayed in Fig. 3(d). The benefit of the mixed
dynamic LPV controller can be seen in the close-up view in
Fig. 3(d). At 6 dB, the closed-loop bandwidth with the OCC
controller varies between approximately 2 to 4.8 Hz. However,
the closed-loop bandwidth with the LPV controller only varies
between approximately 1.8 to 2.9 Hz, which is a reduction in
span of about 60%.
As displayed in Fig. 2, the state feedback gains and

the observer gains are placed outside of the solid, bold
box. This designates that the control synthesis in Algorithm 1 is
performed on only the items inside of the box. By isolating the
static gains and , the design of the observer-based
dynamic controller is transformed into the design of a single
static controller by using the following structure:

(5)

where , , , and .
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B. Generalized Plant

As shown in Fig. 2, the state feedback controller
and observer gains are designed for the generalized LPV
plant . The generalized LPV plant is composed by
the multi-input, single-output LPV plant and its corre-
sponding state observer , along with the static weighting
matrices , , , , and . The state-space re-
alization of the generalized plant is found by combining
the state-space realizations of and and performing
the connections in Fig. 2 to obtain

(6)

where is the state at time , is the
unweighted exogenous input, is the control input,

is the performance output, and is the
measurement for control. The state matrix and the input
matrix are both given in (4) and the other state-space
matrices are given in Appendix A.

C. A Gain-Scheduling Control Synthesis Problem

Now that the state-space representation of the generalized
plant has been obtained, the mixed gain-sched-
uling controller must be synthesized. The -norm
from to of the LPV system in (6)
with the gain-scheduling controller is defined as

(7)

The -norm from to of the
LPV system with the gain-scheduling controller is de-
fined as

(8)

where denotes the expectation operator and the positive in-
teger denotes the time horizon. Now we formally state the
gain-scheduling control design problem.
1) Problem: The goal is to design a static gain-scheduling

control that stabilizes the closed-loop
system and minimizes the worst-case and norms of the
closed-loop LPV system in (7) and (8) for any trajectories of

.
The gain-scheduling method provided by [13] was derived

for discrete-time polytopic time-varying systems. Therefore, in
the next section, the state-space representation of in (6)
will be transformed into a polytopic time-varying system so that
the controller can be synthesized.

D. Polytopic Linear Time-Varying System

The state-space representation of the generalized plant
in (6) can be converted into a discrete-time polytopic

time-varying system by solving the state matrix and
the input matrix at the vertices of the parameter space
polytope, e.g., the state matrix at vertice is given by

. Any inside of the convex parameter
set is represented by a convex combination of the vertex sys-
tems as weighted by the vector of barycentric coordinates.
Barycentric coordinates are used to specify the location of a
point as the center of mass, or barycenter, of masses placed
at the vertices of a simplex. A formula for computing the
barycentric coordinates for any convex polytope is provided by
[16]. The discrete-time polytopic time-varying system is given
by

(9)

where the state matrix and the input matrix
belong to the polytope

(10)

and the other state-space matrices are the same as in (6). The
state matrix and the input matrix are the
weighted summation of the vertex matrices as weighted by the
vector of barycentric coordinates, i.e.,

where and are the vertices of the polytope and
is the barycentric coordinate vector which exists in the unit

simplex

(11)

For all , the rate of variation of the barycentric co-
ordinates , is limited such that

, with , which should be selected
with the application in mind. If a worst-case set of parameter
variation is known, then this bound can be calculated.
A finite set of LMIs in [13] can be used to design the

gain-scheduling controller in (5). Due to Theorems 8 and
9 of [13], if there exists for , matrices

, , , and
assembled as

(12)



234 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY, VOL. 21, NO. 1, JANUARY 2013

along with the other matrix variables defined in Theorems 8 and
9 of [13] satisfying the LMIs and the LMIs in [13], then
the controller is given by

where

(13)

This control is proved to stabilize affine parameter-dependent
systems such as (9) with a guaranteed and performance
for all and . In this work, to ensure that all
possible parameter variations would be covered, we selected

. The LMI conditions of Theorems 8 and 9 of [13]
are solved by programming them into MATLAB using the LMI
parser YALMIP [17] and solved using SeDuMi [18]. During
the solution process, the goal is to calculate the gain-scheduled
feedback controller that minimizes the bound on the

performance from to under a prescribed
bound on the norm from to . The procedure
for performing the mixed control synthesis is outlined
in Algorithm 1.

Algorithm 1Mixed Gain-Scheduling Synthesis

Input: Polytopic LPV system in (9), rate of variation bound
, and input and output channels of (9), and

a range of prescribed bounds , where it is
assumed that is the minimum feasible bound.

Output: The gain-scheduling controller matrices and
needed to compute in (13).

1: Determine selection matrices and for each
performance specification as in Section 5.3 of [13].

2: Compute using selection matrices and for each
performance specification , for .

3: Compute the vectors and using rate of variation bound
as shown in Appendix 11.3 of [13].

4: Using equation (28) of [13], convert the polytopic LPV
system in (9) to the form used in the LMIs of Theorems 8 and
9 of [13].

5: for do

6: Initialize the matrix variables introduced in Theorems 8
and 9 of [13] as free matrix variables into MATLAB using
the YALMIP interface [17].

7: Using , , , and , generate and
as shown in (12).

8: Using the YALMIP interface [17], program the LMIs in
Theorem 8 of [13] using prescribed bound and the LMIs
in Theorem 9 of [13] into MATLAB.

Fig. 4. VVT phase actuator test bench.

Fig. 5. VVT phase actuator test bench diagram.

9: Using an LMI solver, like SeDuMi [18], solve the system of
LMIs with the objective of minimizing , where

is a positive-definite free matrix variable introduced in
Theorem 9 of [13], thus minimizing the norm.

10: end for

11: Select the solution that minimizes the norm the most,
yet still has an acceptable bound on the norm.

Note that the minimum feasible bound can be solved
for by using an iterative algorithm [15], such as the bisection
algorithm.
The resulting LPV controller solved at an engine speed and

oil pressure of 1500 rpm and 414 kPa (for comparison
with the output covariance controller) is found to be

(14)

As stated previously, the robust controller designed in [4]
using the OCC control design algorithm presented in [5] is used
for comparison with the LPV controller. The robust OCC
controller designed in [4] is given by

(15)

The coefficients and of and are given in
Table III.
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TABLE III
COEFFICIENTS OF THE LPV AND OCC CONTROLLERS

Fig. 6. Cam advance response at 900 rpm with 310 kPa oil pressure.

IV. VVT SYSTEM TEST BENCH

A. Bench Test Setup

The closed-loop system identification outlined in [4] and the
control design testing were conducted on the VVT test bench
displayed in Fig. 4. A Ford 5.4L V8 engine head was modified
and mounted on the test bench. The cylinder head has a single
cam shaft with a VVT actuator for one exhaust and two intake
valves. These valves introduce a cyclic torque disturbance to
the cam shaft. The cam shaft is driven by an electrical motor
(simulating the crankshaft) through a timing belt, see Fig. 5.
An encoder is installed on the motor shaft, which generates

the crank angle signal with one degree resolution, along with a
so-called gate signal (one pulse per revolution). A plate with five
magnets adhered is mounted at the other side of the extended
cam shaft. As displayed in Fig. 5, one magnet is placed on the
edge of the plate and is used to synchronize the top dead center
position of the combustion phase. The other four magnets on the
face of the plate are used to determine the cam phase four times
per engine cycle. The two squares in Fig. 5 represent hall-effect
cam position sensors. As the cam shaft rotates, the magnets on

the plate face pass the hall-effect cam position sensor used to to
determine cam phase and the magnet on the edge of the plate
passes the hall-effect cam position sensor used to determine top
dead center position. Within an engine cycle, the cam position
sensor generates four cam position pulses, which are sampled
by an Opal-RT real-time controller. By comparing these pulse
locations with respect to the encoder gate signal, the Opal-RT
controller calculates the cam phase with one crank degree reso-
lution.
The cam phase actuator system consists of a solenoid driver

circuit, a solenoid actuator, and a hydraulic cam actuator. The
solenoid actuator is controlled by a pulse-width modulation
(PWM) signal, whose duty cycle is linearly proportional to
the DC voltage command. An electrical oil pump was used to
supply pressurized engine oil to be used for lubrication and as
hydraulic actuating fluid for the cam phase actuator. The cam
actuator command voltage signal is generated by the Opal-RT
prototype controller and sent to the solenoid driver. The PWM
duty cycle is linearly proportional to input voltage with a
maximum duty cycle 99% corresponding to 5 V and a minimal
duty cycle of 1% corresponding to 0 V. The solenoid actuator
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Fig. 7. Mean overshoot, 5% settling time, and 10 to 90% rising time for each controller operated at oil pressures of 310 and 414 kPa and engine speeds of 900,
1200, 1500, and 1800 rpm.

controls the hydraulic fluid (engine oil) flow and changes the
cam phase. The cam position sensor signal is sampled by the
Open-RT prototype controller and the corresponding cam phase
is calculated within the Opal-RT real-time controller.
A PI controller was tuned for the VVT system on the test

bench for comparison purpose with the LPV and OCC con-
trollers. The PI gains tuning process was completed at different
engine speeds and oil pressures. The following tuned PI con-
troller achieves good balance between response time and over-
shoot oscillations at different conditions:

(16)

B. Bench Test Results

The mixed observer-based dynamic LPV controller
was tested on the VVT cam phaser bench at engine speeds of
900, 1200, 1500, and 1800 rpm for both engine oil pressures
of 310 and 414 kPa. The step response of each controller is
displayed in Fig. 6 for the cam advance ( 20 to 0 ) and the
cam retard (0 to 20 ) at an engine speed of 900 rpm and an
oil pressure of 310 kPa. In Fig. 6(b), the control effort of both
the LPV and controllers is visibly lower than the PI con-
troller. Also noticeable in Fig. 6(b) is that the control effort cor-
rections produced by the LPV controller are smaller than those
produced by the controller. This was anticipated from fre-
quency response plot of each controller in Fig. 3(a). Since the
LPV controller has lower gain than the controller, it is less
sensitive to the change in error signal (which has the resolution
of one crank degree in the experiment), which makes the LPV
controller more robust to disturbances in the cam phase when
compared to the controller. This is even more noticeable

during cam retard in Fig. 6(c) and (d). The performance of the
LPV controller in comparison with the and PI controllers
can also be shown by computing the control variance once the
cam phase has reached steady state. During cam advance with
an engine speed of 900 rpm and oil pressure of 310 kPa, the con-
trol variances of the LPV, , and PI controllers were found to
be 0.0048 , 0.0265 , and 0.0079 , respectively. During
cam retard at the same engine conditions, the control variances
of the LPV and PI controllers were found to be 0.0063 ,
0.0281 , and 0.0068 , respectively. Similar values for the
control variance for each controller were found at all other en-
gine conditions tested as well. The control variances of the LPV
controller under all engine conditions tested were found to be
approximately anywhere from 6% to 33% of the control vari-
ance of the controller.
In Fig. 7, the mean of the measured overshoot, 5% settling

time, and 10% to 90% rising time from ten test runs at each en-
gine condition is plotted for each controller. It is easy to see from
Fig. 7(a) and (b), that in all cases both the controller and LPV
controller obtain lower overshoot than the PI controller, with the

controller displaying the lowest overshoot in most cases.
However, during the cam retard situation displayed in Fig. 7(b),
the overshoot of the LPV controller is much closer to that of the

controller and is even smaller than the controller at an
engine speed of 1800 rpm. The difference in performance be-
tween cam advance and cam retard is attributed to the fact that
the dynamics are slightly different. During cam advance, the ac-
tuating torque generated by the oil pressure overcomes the cam
load torque causing the cam phase to advance. However, during
cam retard, the oil trapped inside the actuator bleeds back to the
oil reserve when the cam phase is pushed back by the cam load
shaft. This difference in dynamics between the cam advance and
cam retard, as shown in Fig. 7(a) and (b), generally results in
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lower overshoot and faster settling and rising times for the cam
retard performance compared to the cam advance performance.
We note here that while the overshoot performance of all of the
controllers in Fig. 7(a) and (b) is above 15%, none of the con-
trollers include feedforward control. With feedforward control
the overshoot would be significantly reduced.
In Fig. 7(c) and (d), it is observed that for nearly all cases the

LPV controller settles quicker than the controller, with one
exception of when the engine is operated with an oil pressure
of 310 kPa and at an engine speed of 1800 rpm. For the cam
advance, the PI controller almost uniformly has the quickest
settling time. However, as observed in Fig. 7(d), during cam
retard the settling time of the LPV controller is quicker than
the PI controller in most cases, especially when the engine oil
pressure is 414 kPa.
The rising time performance during cam advance is very sim-

ilar for each of the controllers as displayed in Fig. 7(e). How-
ever, as shown in Fig. 7(f), during cam retard it is quite clear
that the LPV and PI controllers are faster than the controller
by an unmistakable amount.

V. CONCLUSION

In this paper, a dynamic gain-scheduling controller was de-
signed by employing an observer-based state feedback design
and static multi-objective controller synthesis. By ex-
amining the frequency response of the LPV controller and com-
paring it to a previously obtained robust OCC controller, the
LPV controller was found to reduce the operating bandwidth
variation of the closed-loop system by approximately 60%. The
frequency response of each system also demonstrated that the
LPV controller had lower control effort over the crucial fre-
quency range of 1–20 Hz. This was validated by the bench tests
run with each controller, which showed that the LPV controller
had much lower control variance than the robust OCC con-
troller. Also, while the LPV controller is more complex than the
PI controller in both concept and implementation, it has lower
overshoot than the PI controller at all operating conditions with
similar settling and response time characteristics. Additionally,
the LPV controller was designed with a systematic approach
while the PI controller was obtained through ad hoc testing.

APPENDIX
STATE SPACE MATRICES

The output and feedthrough state-space matrices of (6) and
(9) are
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